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The focus of this paper is on comparative visualization tools for scientists and also on

a mechanism for communicating their results on the web. Direct volume rendering (DVR)

is one of the most popular methods for visualizing 3D scienti�c data including medical and

molecular volumetric data. Since DVR is a relatively expensive method, much research

has focused on making it faster as well as making it work with various grid structures.

Unfortunately, this has lead to a host of DVR algorithms that produce images that are

slightly di�erent from each other. In situations where the di�erences in the resulting DVR

images makes a di�erence { for example, in medical imaging where slight di�erence may lead

to a mis-diagnosis, or in molecular studies where it is important to understand the binding

strengths, visualization users must understand the limitations of each DVR algorithm.

Previous e�ort in highlighting these di�erences have focused on image level comparisons.

This paper advocates for data level comparison. That is, we take advantage of intermediate

3D information available during the rendering process to do the comparison. The main

bene�t of this approach is that it not only allows us to identify the regions and extents of

di�erences among DVR algorithms, it also provides us a mechanism for explaining why they

are di�erent. One of the main challenges and contribution of this work is in �nding common

bases for comparing di�erent DVR algorithms. In this paper, we describe the projection

based algorithms as the basis for comparison. Using this basis, di�erent comparison metrics

are derived and used to evaluate di�erent DVR algorithms. We illustrate the e�ectiveness of

this approach using several case studies. The second focus of this paper is on communicating

these results on the web. We provide a web interface for users to select di�erent DVR

algorithms and parameters for comparison, as well as di�erent view angles and a set of

volumetric data sets. Since the results of data level comparisons may be images or 3D

analyses, the comparisons are sent as either GIF images and/or VRML �les.

Keywords: Scienti�c visualization, uncertainty, error, di�erence, similarity, metrics,

WWW, VRML.
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1 Introduction

Direct volume rendering (DVR) is one of the

most popular methods for visualizing 3D scalar

data sets. It generates images directly from the

data values without creating intermediate geo-

metric representations. The basic idea behind

DVR is the simulation of light interaction with

matter [1, 2, 3]. DVR is also a view-dependent

approach requiring recalculation each time the

view point is changed. Because of the view-

dependent nature and the calculations involved

with reasonably sized 3D data sets, DVR is a

relatively expensive approach. This has in turn

spurned numerous research with the general goal

of speeding up the process without sacri�cing the

image quality.

Unfortunately, this plethora of DVR meth-

ods produce images that are di�erent from each

other. In critical applications such as clinical

medical imaging where DVR is the method of

choice, this can be very disconcerting. Fortu-

nately, more and more DVR papers address the

issue of image quality. But in those that do,

the norm is to use image level comparisons, and

sometimes at the image summary level at best

(e.g. root mean square measure). There are

inherent limitations to image level comparisons.

For example, while image level comparisons can

provide information as to the location and degree

by which two images di�er, they do not provide

any information as to why the two images di�er.

This paper addresses this shortcoming by propos-

ing the use of data level comparison techniques.

The goal is that if two images di�er in a signi�-

cant manner (e.g. presence or absence of a tumor

from two DVR images), we want to provide an

explanation of the cause(s) for such di�erences

in terms of how the images were generated by

di�erent DVR algorithms.

2 Image Level Comparison

Most work in comparing DVR images are per-

formed at the image level. The most popular

method in this category is probably side-by-side

comparison. Other methods include di�erence

images, frequency domain analysis strategies, im-

age processing based methods such as contrast

stretching, vision based methods such as auto-

correlation and optical ow �elds, and summary

image statistics which provide an aggregate mea-

sure such as root mean square (RMS) calcula-

tions. All these methods use images as their

starting point for comparison.

In the context of comparing DVR images, the

main advantage of image level methods is their

exibility. For example, it is just as easy to com-

pare a ray-based against another ray-based DVR

image as it is to compare images from ray-based

against a projection-based or transform-space al-

gorithm. (See Figure 2.1). Its main drawback is

that it is operating at the image level and hence

has lost all the 3 dimensional information from

intermediate calculations. Furthermore, images

may need additional processing to register them

or to reduce image distortions prior to performing

image level comparison. Finally, if the di�erences

are very small, image level comparisons are not as

e�ective. One should also be aware of the limita-

tions of summary statistics derived from images.

It is possible to produce cases where the sum-

mary statistics are the same, but the images are

obviously di�erent [4].

3 Data Level Comparison

The name data level comparison was inspired

by the work of Trapp and Pagendarm [5] where

they used it in computational uid dynamics

(CFD) applications. Data level methods incorpo-

rate intermediate and auxiliary information avail-

able during the rendering process and use these

information to generate a data level comparison

image.

In DVR, the intermediate information may in-

clude items related to the data values or to the

volume rendering algorithm. For example, dis-

tribution of cumulative opacities, feature or sim-

ilarity vector of values that contributed to a ren-

dered pixel, and maximal or minimal values along

a ray are examples of information related to data

values. On the other hand, transfer functions,

ray sampling locations and frequency, opacity

threshold, and projection �lters are examples of

information related to the volume rendering al-

gorithm. It should be noted that in some cases

this distinction is blurred. In either case, these

information and others can be used in metrics for

generating data level comparisons which should

provide more in depth analysis than is possible

with image level comparisons.

The main motivation for data level compar-

isons is to provide more in-depth comparison of
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Figure 2.1: Example of image level comparisons side-by-side (top row) and di�erence

images (bottom row). The top row shows results from three di�erent DVR algorithms:

cell projection, ray casting with regular tri-linear sampling, and ray casting with bi-linear

sampling at cell faces. The bottom row shows di�erence images between the projection

and regular sampling methods, and between the regular ray samplings and the cell face

intersection samplings. Intensity indicates amount of di�erence, while hues are determined

by the signed di�erence in each color bank. The images does not provide any explanation

for the horizontal and vertical striping artifacts apparent in the bottom right image. The

Hipip (HIgh Potential Iron Protein) data is a 64

3

scalar volume representing the quantum

mechanics calculation of a one-electron orbital of a four-iron, eight-sulfur cluster found in

many natural proteins, courtesy of Louis Noodleman and David Case, Scripps Clinic, La

Jolla, California.

di�erent DVR algorithms particularly in cases

where the di�erences makes a di�erence. A case

in point is the potential mis-diagnosis of the pres-

ence or absence of a tumor. Using image level

comparisons, it is impossible to determine the

reasons for discrepancies among di�erent DVR

algorithms. On the other hand, a data level ap-

proach might reveal the reason as the rays not

penetrating far enough into the volume, or per-

haps the sampling step is too large and the tu-

mor was completely stepped over by the latter

method, or the projection �lter improperly dif-

fusing critical cell contributions over a large or

perhaps sub-pixel area.

The key point of data level comparison is the

use of intermediate information available and/or

that might have contributed to the resulting im-

age. It does not preclude the use of of tradi-

tional methods such as side-by-side presentations

for showing the results of the data level compar-

ison. In addition, since the comparative infor-

mation are usually being collected in 3D, other

methods such as those presented in [6] may also

be used.

4 Bases for Comparing Direct

Volume Rendering Algorithms

Because of the varying strategies in which dif-

ferent DVR algorithms generate their images and

because we want to utilize intermediate 3D ren-

dering information, it is necessary to �nd a com-

mon bases for comparing DVR algorithms. In

particular, in addition to the rigorous speci�ca-

tion of key DVR parameters such as viewing pa-

rameters, optical models, transfer functions, etc.

recommended by Williams and Uselton [4], we

also want a systematic way of comparing algo-

rithms as diverse as projection-based, ray-based,

texture-based, transform space, etc. Our ap-

proach is divided into three steps:
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1. Identify a common basis for comparison. In

this paper, we use cell projection method[7]

as our base algorithm. Speci�cally, ray-

based algorithms are transformed and repre-

sented as projection-based algorithms. We

see the process as being invertible. That

is, if a ray-based algorithm can be repre-

sented using a projection-based approach,

then a projection-based algorithm can be

represented as a ray-based approach. It

should be noted that cell projection does not

exhaustively represent all existing and future

DVR algorithms { for example, it is very dif-

�cult to represent Fourier volume rendering

[8] using cell projection.

2. Derive comparisonmetrics from the common

base. While mapping other algorithms to

the common base is not possible or feasi-

ble for all DVR algorithms and requires inti-

mate knowledge of both algorithms, the pro-

cess allows us to derive data level comparison

metrics using the common base. For exam-

ple, an earlier work [9] that used ray tracing

as the base algorithm, we derived a variety

of ray-based metrics such as number of sam-

ples along the ray, penetration depth of the

ray when the accumulated opacity reached

a speci�ed threshold, similarity measures of

di�erent ray samples, etc.

3. Evaluation. The e�ectiveness of various

bases and metrics can be evaluated as they

are used in isolation and in combination.

4.1 Projection-based Methods

One of the major advantages of polygonal pro-

jection algorithms is their ability to take advan-

tage of the fast polygon rendering capability in

modern workstations. Projection-based meth-

ods are well explained in previous works[10, 7].

Here, we give a brief description of the essen-

tial steps. Assuming regularly gridded data be-

ing projected using parallel projection, Figure 4.1

shows a schematic of how a single volumetric cell

is projected onto the screen. Each data cell is

a cube de�ned by 8 data points. The 6 faces

of the cell are projected onto the screen result-

ing in up to 7 polygons. Note that other view-

ing directions would result in a di�erent number

and con�guration of polygonal projections. In

algorithms that use hardware assisted Gouraud

shading, colors are computed at all the vertices

of the projected polygons by interpolating and

integrating cell values and using the appropriate

transfer function. Individual polygons are then

simply sent through the geometry engine. Ren-

dering an entire volume consists of projecting in-

dividual cells onto the screen in back-to-front or

front-to-back order [7].

4.2 Simulating Other Methods

In order to simulate other DVR algorithms, we

use the standard scanline algorithm instead of

hardware assisted polygon rendering. Our data

structure stores the x, y location in screen space,

the z value of each vertex, the distance between

the front and back faces at each screen location,

and the color, which may have been integrated

between two cell faces. In normal scanline al-

gorithms, these �elds are usually calculated in-

crementally using gradients calculated using lin-

ear interpolation. However, in order to simu-

late DVR calculations using ray casting at cell

face intersections, it must be noted that data

and color values do not change in a simple lin-

ear fashion. For example, in Figure 4.1, values

vary linearly along back edge A, while values

change bilinearly on the frontal occluding poly-

gon. Hence, we need to store bilinear parameters

for the front and back of polygon vertices. This

allows us to incrementally calculate bilinear pa-

rameter values of front and back face points at

all pixels of a scanline. Using a software scanline

algorithm also allows us to compare variations

of color and data interpolation, and di�erent ray

sampling patterns. For example, if we use reg-

ular ray sampling and trilinear interpolation of

colors within a cell, we are simulating volume

texture technique [11]. On the other hand, if we

resample data values at the front and back loca-

tions for each point on a scanline and integrate

colors computed from the transfer function with

the resampled data values, we are simulating ray

casting with sampling at the cell faces. Finally,

the software scanline implementation also allows

us to obtain intermediate rendering information

used to derive and visualize comparison metrics,

which we describe in the next section.

5 Projection Based Metrics

Here, we present some data level comparison

metrics derived from cell projection. Additional

projection-based metrics are listed in the ongoing

works section and will be included here as results

become available.
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a volume cell projected polygons

scan line

object space screen space

A B

Figure 4.1: Scanline implementation of projection algorithm. The polygonal projection of

a cube cell is shown over a scanline. We store the x, y locations and z values of every vertex

of the projected polygons. Corresponding information such as colors and data values also

stored. Care must be taken when processing the projected polygons. For example, when

processing the polygon identi�ed by the four red dots, the blue mark on left edge (A) needs

a bilinearly interpolated value from the front face. Similarly, the blue mark on the right

edge (B) needs a bilinearly interpolated value from the back face.

The following metrics are measured at each

pixel of the DVR image subject to user provided

criteria such as accumulated color or opacity in-

tensities values. That is, comparison measure-

ments are collected until color intensities or opac-

ity conditions are satis�ed.

1. Number of Cells. This metric counts how

many cells contribute to each pixel until

a user speci�ed condition is satis�ed. A

higher number indicates that more of the

volume data contributed to a pixel, it also

indicates that the contributing cells have

lower opacity (if that is the user speci�ed

condition). In contrast, a lower number

indicates that the user speci�ed condition

was satis�ed relatively soon, or it may also

mean that all the volume data have been

used up (such as around the periphery of the

data volume for non-orthographic views).

2. Volume Distance. This metric is similar to

the �rst one, except it measures the amount

of contributing cells in terms of Euclidean

distance in object space. That is, the dis-

tance between the surface of the entire vol-

ume and the cell where the given conditions

are satis�ed is calculated for each pixel. To

determine, the depth of the �nal contribut-

ing cell, we use the midpoint between the

front and back faces of the projected poly-

gons. Again, this metric provides some indi-

cation of the amount of data actually used

to generate the DVR image. Coupled with

back-to-front or front-to-back traversal or-

der, a \sculpted" view of the data volume

can be generated (see surface visualization

in Figure 6.2).

3. Di�erence Metrics. Since both metrics

above are available from each DVR algo-

rithm, we can also measure and visualize

their di�erences. Note that instead of gen-

erating a data level comparison image using

one of the �rst two metrics and then per-

forming a di�erence image, we �rst calcu-

late, say, the volume distance of each DVR

method, and then take the di�erence at each

pixel.

6 Results

6.1 Illustration of Metrics on

Simple Data Set

The data in Figure 6.1 is a simple 3�3�3 (i.e.

8 cells) hypothetical volume data with zero val-
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ues that map to opaque white colors at the two

corners. Image 1 is generated using a polygonal

projection algorithm while the Image 2 is from

a simulation of ray casting with sampling at cell

face intersections. Image 1 shows the blurring

e�ects of Gouraud shading of the projected poly-

gons. On the other hand, Image 2 uses trilinearly

interpolated data values mapped to colors as de-

�ned by the transfer function.

The number of cells metric simply shows how

many cells have contributed to the given pixel

before reaching a user de�ned condition. The

volume distance metric gives a better indication

of the location of cells where the pixel reached

the given condition. Note that the di�erences

in both metrics, number of cells and volume dis-

tance, appear high around the boundary of the

white corner cell (labeled A) and delineates an

octant from the entire volume. Note that the

di�erence in octant A is relatively small because

both algorithms reached the target opacity after

compositing the �rst cell. On the other hand, the

other white corner cell in the back did not con-

tribute to our measurements because all pixels

satis�ed the given condition before either algo-

rithm reached that corner cell.

6.2 Illustration of Metrics on

Scienti�c Data Sets

We use the 64

3

Hipip data set for Figure 6.2.

Both images in the left column are from our

simulation of ray casting with cell face intersec-

tions. Rendering 1 uses interpolates actual data

values, while Rendering 2 interpolates color val-

ues. The areas of high di�erence between the

two can be seen on the upper right column (dif-

ference between the number of cells from each

method). The surface visualization, in VRML

format, represents the number of cells for Ren-

dering 1. It provides provides another way of vi-

sualizing these metrics where the user can inter-

actively change their viewpoint to gain a better

perspective.

7 Web Interface

Our web interface http://www.cse.ucsc.edu/research/slvg/dvr-web.html

features Java applets to provide users the ability

to specify viewing parameters, DVR rendering

method, as well as select one or more data level

comparison metric. The results are returned as

either GIF images or VRML �les. At present,

users cannot upload their own data sets to run

against the di�erent DVR methods.

8 Ongoing Work and Conclusions

We presented a framework for comparing dif-

ferent DVR algorithms and illustrated this by

mapping di�erent DVR algorithms using cell pro-

jection. We also show that the process of sim-

ulating an algorithm with another is reversible.

Speci�cally, there is a reciprocity between ray-

based and projection-based DVR algorithms.

We then presented two new data level com-

parison metrics that highlight di�erent aspects of

the volume data and the DVR algorithms. These

complements the ray-based metrics that we have

developed earlier [9]. These metrics, used indi-

vidually and in combinations, provide additional

information beyond how two di�erent DVR im-

ages are di�erent { they seek to provide clues as

to why two DVR images may be di�erent.

We are also investigating several projection-

based metrics and tools that will be included in

this report as they are completed:

1. Pixel probe. Allows the user to pick a pixel

from a DVR image and obtain graphically

displayed information regarding the data

cells that contributed towards that pixel.

2. Similarity measures. Provides statistical

measures such as correlation, standard de-

viation, etc. of contributing data cells for

each pixel in an image pair.

3. Contribution factor. Accounts for the

amount of contribution each data cell pro-

vides towards the �nal value of each pixel.

For example, each data cell contributes a

�nite amount towards a pixel reaching an

opacity threshold. Likewise, each data cell

also contributes a �nite amount of color

change in a pixel that can be quanti�ed as

a separate red, green, blue value or as an

aggregate. Users can then specify threshold

values of contribution factors to be viewed

as iso-surfaces. Such rendering can immedi-

ately alert the analyst to parts of their data

that are most relevant in a given DVR im-

age.

4. Data probe. Similar to the pixel probe, ex-

cept the user selects a particular data cell

and is shown the contribution made by that

cell on the di�erent pixels of the DVR im-

age. Note that this is di�erent than the pro-

jection �lter.
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image 1

image 2

number of cells
1

volume distance
     1

volume distance
     2

number of cells
  difference

volume distance
   difference

number of cells
2

A

Figure 6.1: Simple 3

3

data volume with values mapped to white at two corners. Image 1 is

generated using a polygonal projection algorithm while Image 2 is generated by simulating

ray casting with cell face intersections using our scanline algorithm. A standard rainbow

colormap is used to map the values from the metrics. Metrics are measured until the

opacity has reached 0.06 at each pixel.

rendering 1

rendering 2

number of cells
1

number of cells
2

number of cells
  difference

   surface
visualization

Figure 6.2: Comparisons of the 64

3

Hipip data. Opacity threshold is 0.11 for each pixel.

Both methods use our simulation of ray casting with cell face intersection sampling.

Rendering 1 uses data interpolation at sample points, while Rendering 2 uses color

interpolation.

Finally, our web interface provides a means for the public to gain familiaritywith data level com-
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rendering 1 rendering 2 metric 1 metric 2 difference metric

Figure 6.3: Data is a 64 � 128 � 56 sub-volume from a 256

3

CT scan data set. Opacity

threshold is 0.2. The data also contains air which is mapped to totally transparent cells.

Rendering 1 is generated by polygonal projection while Rendering 2 is generated by our

simulation of ray casting. Metric 1 shows the number of cells using the standard rainbow

colormap while Metric 2 depicts the volume distance using a linear grey scale colormap.

The di�erence metric of volume distance shows the two algorithms do not exhibit as much

di�erence probably due to the larger volume size (i.e. smaller cell size).

parison of direct volume rendering algorithms

through GIF images and VRML �les. An ob-

vious extension to this work is to provide these

comparative visualization services for user pro-

vided data sets.
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